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Partner Technical Webinar Series
Aruba AOS 10 Technical Deep Dive

Session 1: Desighing Next Generation Campuses with ArubaOS 10
Thu, April 21st, 2022, 11:00 AM - 12:00 AM CET

Session 2: AOS10 Services Deep Dive
Thu, May 5th, 2022, 11:00 AM - 12:00 AM CET (click here to reqgister)

Session 3: Micro Branch Deep Dive
Mon, May 19th, 2022, 11:00 AM - 12:00 AM CET (click here to reqister)

Session 4: Exploring Aruba SD-Branch with AOS10
Mon, June 2nd, 2022,11:00 AM - 12:00 AM CET (click here to reqister)



https://arubanetworks.zoom.us/webinar/register/WN_GFqCoKvYTIi9AHounwLIDQ
https://arubanetworks.zoom.us/webinar/register/WN_LC-okxwwQRyti4GJ3YJsfA
https://arubanetworks.zoom.us/webinar/register/WN_L5t0ffsLTce67qVmPFWGHQ
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Single Building

What is a Campus?
"“;gx‘s:‘éo ““““
— A campus can be_ many thlngs_ depending e CoLocated Buildings
on your perspective and the size of your
organization: %
— Single Building
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— Co-Located Buildings

— Distributed Buildings within a common
geographic location

Distributed Buildings !
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—How you organize devices in a campus , bl
within the cloud platform will either simplify : e
or complicate operations T e NI S —
A HPE _
— Both configuration and monitoring requires e ‘A
some thought and planning S— oy
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Day 0 Considerations

Configuration Groups

— How to achieve your desired WLAN
configuration while balancing ease of
implementation and operations

Sites

—How to achieve the desired resolution for
surfacing issues while minimizing time to
resolution

Labels

— Other tools for defining macro monitoring
containers

Q




What are Configuration
Groups?

— Are primary containers for AP & Gateway
configuration

— Used to apply common configurations to groups

of managed devices

— Devices inherit their configuration from their
assigned group

— Can also be used for monitoring and
maintenance & reporting

— Are device and model agnostic

— Groups can consist of APs, Gateways or
Switches (any combination)

— May support different models of devices

— Can be assigned a persona that influences
the available configuration options and
feature operation

Q

= APs / Switches / Gateways
= Security
= SD-WAN Overlays / Virtual Gateways / Cloud

Connect

= Compliance
= Upgrades

= Applications / Security / Network Services
= Alerts / Notifications

= Audit Trail

= Devices / Clients

= Clients

= Infrastructure
= Security

= Applications

= Accounts
= Roles
= Permissions



AOS 10 Configuration Groups

—AOS 10 APs and Gateways must be
assigned to AOS 10 Groups

— Conversion is performed per group (see
graphic)

— Can contain both APs and Gateways
— Can be used by Gateways for Auto-Clustering
— Conversion is a one-way process

— Ul only groups for AOS 10 devices

— Template groups are not recommended due
to how configurations are orchestrated
between APs and Gateways

o
& Global Network Structure

& Groups (6) (o]

Combine devices with common configuration into a single group to apply the same configuration

€ Add Group

Name
CampusAPs

Use preferred group settings
Group will contain:

Access points

(] Gateways

(] Switches

€< Add Group

Architecture for access points and gateways in this group:
(® Aruba0s 10 ArubaOS 8
Network role of the access points in this group:

@ Campus/Branch Microbranch

(] Make these the preferred group settings Cancel m




AOS 10 Group Guidelines

................................................................................
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Recommendations....

— The general rule of thumb is to create as
few configuration groups as possible:

— Each configuration group is its own island.
The fewer the groups, the easier your day-to-
day operations will be

— While cloning groups is tempting, its not
currently available for AP groups with
tunneled or mixed WLANSs

— Avoid creating configuration groups per
building / site

— Moves, adds and changes will need to be
duplicated N x times

Q



AOS 10 Group Guidelines

When to create....

— To accommodate configuration variances
between buildings when overrides are not
practical

— Published WLANSs, PSKs, RF Profiles etc.

— If your campus deployment includes
theways cl)gf differgntypersonas Q o

— Campus, Guest, Headend etc.

— To separate managed devices by function
and deployment type

— Indoor APs, Remote APs etc.
— Core, Aggregation, Access etc.

— If APs are owned by different departments or
your IT team is distributed

— Testing and validating new configurations on
a subset of APs

Q




Per AP Overrides ACCESS POINTS / AP-BLD10-AUDITORIUM-5

— Additional configuration groups may not RADIO PROFILE: e v
always be required: '

— For example, we offer per AP overrides for S RS .
Radio Profile and WLAN Profile assignments Group: INDOOR-APS :
in addition to applying other device specific High Density APs ( LowDensity APs
configurations

. . ;- |eEesesn | (e e & 8|

—Per AP overrides provide flexibility but
should be used cautiously

) . J

— Additional optimizations are coming ——— R — —

ACCESS POINTS / AP-BLD10-LOBBY-1

RADIO PROFILE: Low-Density E




What are Sites?

.....................................................................

:  Millennium : : Mini-Dome  : :  Brown Hall :
Center : : :

— A container where a set of managed
devices are physically installed

— Can contain APs, Gateways and Switches

......................

— Single building, Co-located buildings or logical
grouping of buildings

.......................

— Strongly recommended for campus
deployments:

— Used monitoring today

— Will be used for other applications in future Sherrod | Hutcheson
releases (stay tuned) ; f f
Defi i B
— Defines the resolution of alerts, events and o I A

..............................................

Al Insights
— More Buildings / Site = Lower Resolution

Q




Why should I care about
Sites?

— Ties your managed devices to a physical
location

— Network Health, Al Insights & Topology
—Provides a ready-made container for
monitoring

— Offers more granularity & resolution than
configuration groups

— Provides performance baselining between
sites

— Can be used for Auto-Clustering for
distributed Gateway deployments

— In the future, will enable new ways to
streamline configuration

Q

HIGH |MEDIUM | Low

Number of devices

WAN

Fill | o




Building > Site Mappings

There is no right or wrong answer, but |
recommend creating sites for:

— Standalone or isolated buildings

—Logical groupings of buildings with
contagious RF coverage areas

—Buildings in roaming domains with a
common set of hardware

— Buildings with institutional names

— Buildings separated by physical or
environmental obstacles

— Outdoor coverage areas

Q
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Example 1 - Single Site / Campus

Why not per Campus?

siteA @

B @ [

— Alerts, events and Al Insights are
aggregated — = [ & — 9 —
— Global, Group or Site @ Gl

— The more buildings you place into a single

site, the harder it is to identify and isolate Site Server Clients
faults and issues! 1 1 200 1500

Impacted Impacted Impacted Impacted

— The wider the scope, the lower the resolution

siteB @ siteCc @ i SsittkE Q@ siteF @

B B O§ BE f

sittH @  sitel i sitekK @ siteL @
i L [ sl T
B il

Q Example 2 — Multiple Sites / Campus




What are Labels?

— Flexible containers for monitoring and
reporting purposes

— Arbitrary labels that are assigned to devices

as needed Al Insights No Yes No
— Maximum 5 labels / device
— Are extremely useful when monitoring and Configuration ves No No
reporting is required for logical sets of
devices within your campus
Events & Alerts Yes Yes Yes
— For example, Indoor APs, Outdoor APs and
Dormitory APs
— Can be assigned ad-hock for alerts and Monitoring ves ves ves
events
— For example, monitor critical areas within Reporting Ves Ves Ves

buildings

Q
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Aruba Controllerless — Local Bridging

L1o Q
I X
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Aruba Controller-Based — Overlay Tunnels

Ay

&

Headaquarters  MODIlity Master/Standby
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Forwarding Modes

With AOS 6 & AOS 8, the AP forwarding
mode was tightly coupled to the architecture

Controllerless:

—Management / Control provided by Airwave
or Central

— All wireless user traffic was locally bridged
by the AP

Controller-Based:

—Management / Control provided by a
Mobility Conductor

—Wireless user traffic is encapsulated and
forwarded to a Mobility Controller

—Bridging for specific use cases




—
CREATE A NEW NETWORK

o General m @ Security

Traffic forwarding mode:

@ Access

Bridge Tunnel Mixed

Client VLAN Assignment: Static Dynamic
Native VLAN

VLAN ID: —

CP ATE A NE /\IET VORK

o General m @ Security

Traffic forwarding mode:

Bridge Tunnel Mixed
Primary Gateway Cluster:

Secondary Gateway Cluster: None

@ Summary

@ Access @ Summary

CAMPUS-GATEWAYS:auto_gwcluster_ 1 ¥

v

Client VLAN AssignmeffREATE A NEW NETWORK

VLAN ID: o General m @ Security

Traffic forwarding mode:

Bridge Tunnel

Primary Gateway Cluster:

Secondary Gateway Cluster:

Client VLAN Assignment:

VLAN Assignment Rules

@ Access

Mixed
CAMPUS-GATEWAYS:auto_gwcluster 1 W
None \

Dynamic

@ Summary

— The forwarding options are much more
flexible in AOS 10

— Determined by the WLAN profile
— Mixed mode permits the per-user forwarding
— A VLAN can be bridged, tunneled but not both

— APs can tunnel traffic to a single Gateway
cluster or multiple Gateway clusters:

— Overlay Tunnels are no-longer tied to the APs
management / control plane

— Provides more flexibility and addresses new
use cases

— A single Gateway is still considered a
cluster...




Bridge or ‘

tunnel, that is

the question..

Bridge or Tunnel?

Ask yourself...

—Is seamless mobility really needed?
— Application tolerance
— VLAN extensibility
— OS behaviors

— User expectations

— s it feasible to re-architect my LAN to
accommodate bridged WLANSs?

—What are my traffic requirements?
— North / South & East West

—What are my policy and segmentation
requirements?



Bridged WLAN

10.100.96.1/22

VLAN
10.100.96.0/22

— A wireless client's ability to maintain its

association to a broadcast domain as it
W withi
roams between APs within a common
coverage area
I L] — VLAN membership and IP addressing are
10.100.99.55/22 10.100.99.55/22

maintained

Tunneled WLAN

—No perceived interruption to applications or
sessions during a roam

— UDP voice & video

10.100.96.1/22

VLAN
10.100.96.0/22

— TCP terminal

x = % — Multicast video

—Improved transitions with fast roaming
— OKC & 802.11r

10.100.99.55/22 10.100.99.55/22




10.100.96.1 Q

VLAN
10.100.96.0/24

0.0.0.0

10.100.50.10

0.0.0.0

10.100.50.10

10.100.97.67

10.100.97.1

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

255.255.255.255

10.100.97.67

DHCP

DHCP

DHCP

DHCP

ARP

ARP

Q 10.100.97.1

VLAN
10.100.97.0/24

DHCP Request

DHCP Offer

DHCP Request

DHCP ACK

Who has 10.100.97.17? Tell 10.100.97.67

10.100.97.1 is at b8:83:03:3a:¢c2:20

Roaming across Broadcast
Domains

—Is possible as modern operating systems
will automatically send a DHCP request
after each roam

— Apple and Microsoft

— Application tolerance will vary

— While modern applications such as Teams
and Zoom can tolerate these transitions, Wi-
Fi calling, RTP, multicast and terminal based
applications cannot

— Often referred to as “hard roaming”

— Lots of things must happen
— AAA > DHCP > ARP > App Session Restarts




Mobility Wireless Core
Controllers Aggregation

@
(

D)

)
)

AQS 8.X Cluster (Hardware)
(
( (¢

=

>

=

=

802.1Q Tagged
VLANs

Cluster 1 Cluster 2

Roaming Domain Roaming Domain

Roaming across Broadcast
Domains

How we solve this today?

— By tunneling user traffic from APs to
centralized appliances where the user
VLAN(s) reside

— At Aruba, we add additional sauce (aka
clustering) to provide seamless failover
between appliances and permit in-service
upgrades

— Seamless roaming is provided within a cluster
— Hard roaming is provided between clusters

—AOS 10 makes this even easier with auto-
clustering

— By group or by site to accommodate different
campus environments
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Planning for Bridged or
Mixed WLANs

Before considering bridged or mixed
WLANSs, you must understand your
environment!

—Where are my contagious RF coverage
areas (indoor / outdoor)?

—Which buildings do my users actually move
between?

—How do my users move between
buildings? Do they walk or use
transportation?

—How is my LAN architected? Which
buildings can | extend VLANs between?




tridge Drive

Lorton Drive
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RF Coverage Areas

. Building cluster with contiguous indoor /
outdoor coverage

. Buildings with no outdoor coverage
between (i.e., RF isolated)

. Parking garage with no RF coverage

Takeaway:

In this simple campus example, there are
two clusters of buildings with contiguous RF
coverage where mobility would be required.
Both building clusters are separated by a
physical boundary (i.e. road)
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LAN Architectures

—The LAN architecture in each of your
buildings will vary

— Building Size & Neighbors
— Availability Needs

— Fiber Paths & Diversity
— And more.

—Will include Core, Aggregation & Access
layers

— The core maybe centralized or distributed

—May include fabric technologies used to
establish overlays

— Cisco Software Defined Access (SDA)
— EVPN with VXLAN

— Shortest Path Bridging MAC (SPBM)
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LAN Architectures

—The LAN architecture in each of your

buildings will define your roaming domains
for bridged / mixed WLANSs

— Intra / Inter Floor
— Building to Building
— Indoor / Outdoor
—Layer 3 routing in aggregation and access
layers will limit the switches that any

wireless user VLANs can be extended
between

—Let's use CCM3 & CCM4 as an example...




Seamless Roam

1. CCM3 & CCM4 are serviced by separate
layer 3 aggregation switches

2. Access switches in each building are
layer 2, all user VLANSs are extended to
the respective aggregation layer

Takeaway:

Wireless users will be able to seamlessly
roam within each building, but not between
buildings. A LAN redesign would be required
to extend the VLANSs to support bridged /
mixed WLANS!



— Solves the mobility problem in this example
without requiring wireless overlays

— A design promoted by Meraki and Mist

CAMPUS
CORE
2409

SNdINYD

— Each wireless user VLAN is extended
N N ’ between access layer switches
establishing a common roaming domain

: : _ : — Requires reconfiguration of the core,
2SN ST NSRRI AR FUUPRRRRRTS s SRR IR, GRS SURR IR 3 aggregation and acceSS |ayerS to aChieve thiS

i,
AGGREGATION
NOILYOINDOV
eWoo
coma
AGGREGATION
NOILYOINOOV
YINDD

—Is this a good design?

— There are valid reasons for having IP routing
in the aggregation layers which is broken by
extending the VLANSs

— Extending VLANSs introduces other scaling

| | challenges such as controlling broadcast /
multicast traffic

$5300V
Z ¥001d .
$5300V
Z ¥0014 .

FLOOR 1 ’
ACCESS
FLOOR 1 ’
ACCESS




— Most challenging environment as the
roaming domains are contained within
each access layer switch / stack
— Requires address renewals as wireless clients

roam between APs connected to separate access
layer switch / stacks

ccM3
AGGREGATION
NOILYDIYOOY
£INDD
ccms
AGGREGATION
NOILYDI¥OOV
YINDD

— Qverlays are your least invasive option
else a complete LAN redesign is required

FLOOR 1
ACCESS
FLOOR 1
/ ACCESS

Seamless : Seamless : : Seamless
Roam . Roam . B Roam

Hard Roam Hard Roam Hard Roam
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AOS-10
(CLUSTER)

D)l («
=

When do | need Gateways?

Mobility:

— When seamless roaming is required by your applications
and VLANSs cannot be extended between floors or
buildings

Security / Policy:

— Traffic of different classes needs to be segmented and/or
terminated in different zones and VLANs are insufficient

UBT:

— Terminate user-based tunnels from Aruba Access
Switches

Scaling:

— Your campus requires supports > 2K x Access Points and
20,000 x Clients

Features:

— gynamic RADIUS Proxy, Microbranch, SD-WAN, Multi-
one




Where do | place my
................................................................................................................................................................................ Gateways?

No changes in AOS 10!
—Same best practices and recommendations
as with AOS 8:

— Can be connected to the core, datacenter or
dedicated aggregation layer depending on the

number of clients

—We still recommend a dedicated
aggregation layer to offload MAC and ARP

learning from the core:
— Considered: > 4K users
— Strongly Advised: > 8K users

AOS-10




VLAN 10
10.100.96.0/22

WLAN Profile
Name (SSID):
Forwarding Mode:
Primary Cluster:
Secondary Cluster:
VLAN Assignment:

Key Management

S

VLAN 4000
172.16.20.0/24

DMZ Cluster

WLAN Profile
Name (SSID):
Forwarding Mode:
Primary Cluster:
Secondary Cluster:
VLAN Assignment:

Key Management

Guest

Tunnel

DMZ Cluster

None

4000

Enhance

With AOS 10, the APs control plane and data
planes are completely de-coupled!

—WLANSs can now be tunneled to different
Gateway clusters within the same Central

Organization
— Permits new overlay tunnel designs
— Datacenter Redundancy
— Salt-n-peppering
— Segmentation (Departmental, Trust)

— This de-coupling is the main reason for re-
branding Mobility Controllers to Gateways



o VLAN 100 o o VLAN 100 o
10.100.100.0/22 10.100.200.0/22
DC1 (luster DC2 (luster
< < <
D) «
=

») («] D) («]
= o "B = =)

= ST g VT
L °

—WLANSs can now be tunneled to a primary
) <«] and secondary clusters

— VLAN IDs must be consistent across both
clusters, subnets unique

D) «

=

— Number of Gateways in the primary cluster

R must be = the number of Gateways in the

secondary cluster

N, gm0 —WLANSs can also be salt and peppered

between primary and secondary clusters
P N — Failover is not seamless
— The WLAN is disabled for 60 seconds upon a
failure detection

— Optional Preemption
— 5-minute preemption timer (fixed)
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AOS 10 Resources

—Arubapedia:
— Partners: https://afp.arubanetworks.com/afp/index.php/AOS 10

— Validated Solution Guides:

— https://www.arubanetworks.com/techdocs/VSG/



https://afp.arubanetworks.com/afp/index.php/AOS_10
https://www.arubanetworks.com/techdocs/VSG/

What Are Validated Solutions Guides

Validated Solution Guide (VSG

Validated solution guides covers Aruba product portfolio including but not limited to wireless, wired, sensors, NAC
and management.

Prescriptive guidance focused on Aruba recommended best practices that are tested by Aruba’s Solution TME and
Solution Quality Assurance teams on an ongoing basis.

VSGs are categorized into volumes to differentiate each guide type from the others.

Volumes

1. Design: ldentify products and technologies to meet customer business requirements

2. Deploy: Step-by-step set of procedures to build the solution



https://www.arubanetworks.com/techdocs/VSG/

Assets
https://www.arubanetworks.com/techdocs/VSG/

° M < )] & github.hpe.com & ©® M +

©) rtorprise

Q Campus Network Overview | Ve X | + °

@ arubanetworks.com/techdocs/VSG/d

mp Pull requests Issues Explore

aruba-solutions / validated-solution-guides Ounwatch~ | 3 Kunstar | 3

Code @lssues 4 Wiki Insights

- Solution TME on GitHub

40pen v 13Cl Author +

Deploying the Campus Network

Intottction This deployment guide is based on the large campus topology referenced in the Campus design

T T Xuide which includes a three-tier architecture consisting of a routed core, services aggregation,
access aggregation, and access. In this design, the access switches are Layer 2 adjacent to the P and =lice Flow Quena toApplication Wapping
51 opened 13 days ago by miles-cavis

access aggregation and have a single management IP address. Access aggregation switches provide

Campus Wired Connectivity
© Move to WEBP images to reduce load times and prepare for GIF

#50 opened

Campus Wireless a physical aggregation of access devices for a building and act as the default gateway for all
Connectivity downstream access devices. Aggregation and access devices have IP addresses in the 10.X.X.X

s S range for access VLAN's, (@ Create Cl test to check for broken images and links
Sarmpus;S g AA @ arubanetworks.com @

Summa The connections between the core and aggregation layers are Layer 3 and consist of point-to-point
RéferencelConfiguration interfaces using the IP address range of 172.18.X.X. Shared services such as Active directory, DHCP
DNS, and ClearPass are connected to the shared services aggregation layer which have address
spaces in the 10.X.X.X range. The wireless network rides on top of the wired network using APs
connected into the access switches and AOS 10 Gateways dual-connected in the services

Find ClearPass Visitor
Details

Validated Hardware and

aggregation switches. The physical layout of the network with switches, APs and Gateways, as well as
the Layer 2 and Layer 3 domains are shown in the following diagram

Software
ide an IT profe

Support A Training

What's New in This Version teps to deploy a Campus network outlined in GitHub Ente

Campus Topolof
P pology with the following products:

Aruba Central
Aruba ClearP:
Aruba Acc
and 9000 Series
00, and 840

Services

Document Conventions

Bold text indic avigational path, or a user|
interface element.

mples:
Aruba Cloud Si
how stacking comm

Legend o Configuration > System > General

Username: admin

Italic text indi the definition of impo logy, .

user interface input, or table heading

aruba-solution-tme@hpe.com #vsg-feedback




Partner Resources

Portals Mobile App

COMMUNITY

Airheads Community
Click Here

=
PARTNERS

)
Arubapedia for Partners B Google Play

Click Here

Aruba Quotient for Partners (mobile app)
Navigate to Tech Links

Partner Ready for Networking portal W
Click Here CIICK rere

Live Support

a Hewlett Packard

C Enterprise company :

ASK QuUestions.
GEelL AQNSWEIS.

Channel SEs (CSEs)



https://afp.arubanetworks.com/afp/index.php/Main_Page
https://apps.apple.com/us/app/aruba-quotient-for-partners/id824487090
https://play.google.com/store/apps/details?id=com.arubanetworks.aqp&hl=en_US
https://community.arubanetworks.com/
https://partner.hpe.com/aruba

Aruba Quotient for Partners Mobile App

1. Download the free “Aruba Quotient for Partners”
2. Login with Partner Login information
3. Browse content by scrolling left and right at bottom of screen

# Download on the GETITON
Q [ App Store ] {" Google Play

43



Partner Technical Webinar Series
Aruba AOS 10 Technical Deep Dive

Session 1: Desighing Next Generation Campuses with ArubaOS 10
Thu, April 21st, 2022, 11:00 AM - 12:00 AM CET

Session 2: AOS10 Services Deep Dive
Thu, May 5th, 2022, 11:00 AM - 12:00 AM CET (click here to reqgister)

Session 3: Micro Branch Deep Dive
Mon, May 19th, 2022, 11:00 AM - 12:00 AM CET (click here to reqister)

Session 4: Exploring Aruba SD-Branch with AOS10
Mon, June 2nd, 2022,11:00 AM - 12:00 AM CET (click here to reqister)
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https://arubanetworks.zoom.us/webinar/register/WN_GFqCoKvYTIi9AHounwLIDQ
https://arubanetworks.zoom.us/webinar/register/WN_LC-okxwwQRyti4GJ3YJsfA
https://arubanetworks.zoom.us/webinar/register/WN_L5t0ffsLTce67qVmPFWGHQ

arvba
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